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INTRODUCTION TO THE PROBLEM 

 
Statistical sampling is taught in Auditing classes at most academic institutions, but most CPA’s 

with whom we have talked have little understanding of the sampling process. This paper discusses the 
use of Bayesian statistics in the determination of the sample size, which is not in itself novel. However, 
the interactive program BAYAUD and the Big SAC Case, which was written to go with it, are 
somewhat novel. 
 

Classical sampling techniques have dominated the content of most discussions of sampling in 
auditing. The classical approach relies on the standard error formula, which requires that the variance of 
the population (or the sample proportion) be estimated in order to compute the sample size. This 
requirement becomes a major criticism, for most students and businessmen consider it counterintuitive 
that one must assume what the results of the audit will be in order to develop a sample design to provide 
these results. Another weakness of the classical approach is that it fails to consider explicitly the trade-
off between the accuracy of the added information and the cost of obtaining that information. 
 

The Bayesian approach to sample size determination is at least as subjective, if not more so, than 
the classical approach. However, it makes this subjectivity explicit and provides more basis for the 
discussion of how likely events are, and what action to take after the information has been assembled. 
Proponents of the use of Bayesian statistics in auditing have been numerous. It has been argued that the 
auditor should formally incorporate his impression of a firm’s internal control, gained from his past 
experience, with the sample information accumulated during the audit in order to get his best opinion of 
the current status of the firm. Further, several authors (Kraft, 1968; Smith, 1972; Sorenson, 1969; Tracy, 
1969) stated that the amount of sample evidence needed should depend on the auditor’s past experience 
with the firm. 
 

Much of the literature on the Bayesian approach has viewed the auditing problem as one with 
discrete states of nature, i.e., there are only a finite number of error rates possible. For example, error 
rates of .001, .01, .05, and .10 may be hypothesized and the auditor assesses the prior probabilities of 
these rates. Likelihood probabilities are calculated from the sample data, as Bernouilli sampling is 
assumed; in general, the likelihood would be the probability of finding r errors given a 
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sample of n transactions and the error rate p. The likelihoods and the priors are combined via Bayes’ 
theorem in its discrete form. 
 

One problem with this formulation is the great number of computations involved in the 
determination of the optimal sample size. Recent research has dealt with the development of efficient 
algorithms to search for the optimal sample size) and computer programs have been developed to handle 
the problem. Despite these advancements, other problems exist with the discrete formulation. 
 

A more realistic approach to the auditing problem is to let the estimated error rate take on an 
infinite number of values between the minimum and maximum possible or reasonably expected error 
rates. Francisco (1974) makes a strong case for the use of a continuous rather than discrete approach; 
specifically he proposed using the family of beta distributions as the conjugate prior distributions to the 
Bernouilli data generating process. The concept of conjugate prior distributions greatly eases the 
computational burden involved in the continuous version of Bayes’ theorem. 
 

The beta distribution appears to be very similar to the binomial distribution, only the uncertain 
parameter is ~ (the error rate) rather than ~ (the number of defective items). The form of the beta 
distribution is with the requirement that n>r>0. 

 
The mean and variance of a beta distribution with parameters r and n are 

 
(1) 

 
 

and 
 

(2) 
 
 

If we can model our prior distribution by a beta distribution with parameters r’ and n’ and if the sample 
information is generated from a Bernouilli process with r defectives in n items, the posterior density will 
also be a member of the beta family with parameters r” and n”. Further, r” will be equal to r’+r and n” 
will be equal to n’+n. A proof of this can be seen in Winkler (1972, pp. 157-8). Note that single primes 
on the parameters r and n denote parameters of the prior distribution, while double primes denote 
parameters of the posterior distribution. When neither single or double primes are present, we are 
referring to the sample information. 
 

The shape of the prior beta distribution depends upon the choice of r’ and n’. Given that the 
auditor provides an estimate of p, there are still an infinite number of values of r’ and n’ that will yield 
the same value of E’ (p|r’,n’). Suppose that the auditor believes that the actual error rate in a company is 
five 
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percent. As can be concluded by studying the expression for the variance given in equation 2, the 
variance decreases as n’ increases. For example, the variance of the beta distribution with parameters r’ 
= 1 and n’ = 20 is .0023, with parameters r’ = 6 and n’ = 120 is .0004. The auditor could intuitively view 
n’ as an actual sample of data of size n’; the more confidence he has in his prior judgment, the larger n’ 
he should select, resulting in a prior beta distribution with small variance and increasing the relative 
weight assigned to his priors in relation to the sample information. The flexibility provided by the choice 
of r’ and n’ would alleviate conflicts such as those discussed by Ward (1975) and Corless (1975), in 
which Ward disagreed with Corless’ (1972, p. 563) statement that “it seems very appropriate for the 
auditor to disregard the nonsampling evidence when it is contradicted by the more objective sampling 
evidence.” Those who agree with Ward that both sample evidence and prior judgment are fallible could 
weight their prior distribution more heavily by choosing larger values for r’ and n’ (while keeping the 
ratio r’|n’ constant) than would those who agree with Corless. 
 

SIMPLIFYING THE USE OF THE CONTINUOUS MODEL 
 

Few auditors have had any experience with the beta distribution and, consequently, training 
auditors to work with it is a large-scale undertaking. Steps to simplify the process need to be taken, and 
one such step is the interactive program by Blocher and Robertson [1] . Their program requires the 
estimation of p; a crude estimation of the variance of the prior distribution (“low variance”: n’ = 150, r’ 
= n’ x p ; “moderate variance”: n’ = 15O, r’ = n’ x p; “high variance”: n’ = 50, r’ = n’ x p), the 
maximum acceptable error rate, and the sample data (r and n). The output from the program is the 
posterior probability that the error rate is less than or equal to the maximum acceptable. eror rate. 
 

The primary advantage of the Blocher and Robertson program, in our opinion, is that it 
simplifies the assessment of the prior beta distribution. Clearly it allows the statistically unsophisticated 
user to understand the potential of the Bayesian approach in audit sampling. However, the simplification 
also serves to reduce the real-world applicability of the program. Only three different degrees of 
certainty are possible--very sure, sure, and not so sure. These are translated into the following values for 
n’: 150, 100, and 50. Setting n’ to be only one of these three values seems to be rather arbitrary and 
diminishes the flexibility to be derived from using the beta distribution. By allowing n’ to take on only 
three possible values, the ability of the program user to vary the shape of the distribution to reflect his 
prior information is quite limited. 
 

Another limitation of the program is that it does not provide feedback concerning the worth of 
the sample. One of the most important benefits of the Bayesian approach is that it allows the contrast of 
the value of information to its cost. The emphasis on time budgets by CPA firms clearly indicates 
concern for the 
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cost of sampling. Is the sample worth its cost? What sample size will provide most gain (value-cost)? 
The Bayesian concepts of Expected Net Cain from Sampling (ENGS), Expected Value of Sample 
Information (EVSI), and Cost of Sampling (CS) provide the auditor with the desired measures. 
However, unlike the computations involved in the revision of the prior beta distribution, the computation 
of EVSI in the continuous case is quite complex. 
 

PROGRAM BAYAUD: AN EXTENSION OF THE 
BLOCHER AND ROBERTSON APPROACH 

 
Our efforts have been with the extension of the Blocher and Robertson [1] program to cope with 

the limitations discussed above. 
 

First, we have added an option to allow the auditor to input his own measure of the uncertainty in 
his original estimate of the error rate (n’). The auditor who feels comfortable with the beta distribution 
thus can choose any one of the infinitely possible prior distributions. 
 

Second, we have added the capability of determining the Expected Values of Perfect Information 
(EVPI) and EVSI. Calculation of the two amounts requires some additional inputs. The problem is 
structured so that the auditor has the choice of two options, either to inspect 100% of the items under 
consideration or to accept as is. This formulation is similar to that illustrated by Sorenson (1969). The 
payoff or loss functions of both actions are assumed to be linear. The additional cost data needed include 
an estimate of the fixed costs to inspect plus the variable cost per item inspected, whether that item is in 
error or not. In addition an estimate of the cost incurred per error discovered is needed. Sorensen (1969) 
refers to this cost as the cost of reworking errors, that is, the cost incurred by the auditor himself or 
provoked within the firm by the discovery of a defective item. The auditor also needs to estimate the 
costs associated with an undetected error, such as the economic consequences of possible client 
dissatisfaction or even a potential lawsuit. 
 

The calculation of EVPI requires the use of the cumulative beta probabilities and the 
determination of EVSI requires several calculations of beta-binomial probabilities. These calculations 
are extremely time consuming to compute by hand, particularly if r’ and n’ are fairly large. The value of 
the information generated might not be worth the time involved, so it is best to let a computer make the 
necessary calculations. In this way it is quite simple to vary the inputs used to calculate EVPI and EVSI 
to see how sensitive they are to such changes. Having some idea of this sensitivity is important because 
of the highly imprecise nature of some of the inputs. 
 

Although no optimal sample size is determined here, the auditor can easily try different sample 
sizes along with changes in the cost of inspection to get some idea of what happens to EVSI. 
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This program and the Bayesian approach are also useful in that if the probability of the error rate being 
less than the maximum acceptable error rate is not satisfactory to the auditor, he may decide to take 
another sample. If he does so, the new sample taken can easily be incorporated into the previous 
information by running the program a second time. The r” and n” values of the first run become r’ and 
n’ of the second run, and the auditor can determine through EVSI and the new probability figure 
whether the second sample is worth the additional costs incurred. 
 

CLASSROOM USE OF BAYAUD: THE BIG SAC CASE 
 
The Big SAC Case was written as a vehicle for implementing BAYAUD in a case situation. It was 
designed to be complementary to the Big MAC case which is used to illustrate an example with discrete 
priors; this approach was discussed in Gentry, Burns, and Reutzel (1975). The introduction to the case 
discusses briefly the problems that one CPA firm is having in determining time budgets in general and 
in determining the number of transactions to sample in particular. The specific details of the case deal 
with the auditing of a firm’s accounts payable transactions. The firm has experienced some internal 
control problems in the past. Program BAYAUD is suggested as the appropriate vehicle for determining 
whether to sample or not and, if so, what sample size to use. 
 

The inputs to program BAYAUD are: 
 

1. An estimate for the average error rate among the transactions, which is dependent on 
prior experience and the strength of the internal control system of the firm. 

2. A weight to be placed on your prior estimate of the error rate (n’). The value of n’ may be 
input directly or you may use a less-sophisticated approach, choosing “very sure” (low 
variance, n’=150), “sure” (moderate variance, n’=100), or “not so sure” (high variance, 
n’50). 

3. The maximum acceptable error rate, which is a function of the dollar magnitude of each 
error, the ultimate cost of each undetected error, and the potential for material 
misstatement of the account balances. 

4. The total number of transactions that would be investigated in a 100% sampling plan (this 
number was provided). 

5. The cost that would be charged for sampling 100% of the transactions. 
6. The cost of correcting each error discovered. 
7. The estimated long-run cost associated with each undetected error. 
8. The proposed sample size, which should be dependent on the internal control system, 

materiality of transactions, prior experience, and the degree of certainty about the average 
error rate. 

9. A possible sample outcome (the number of errors in this sample). 
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The outputs from program BAYAUD are: 
 

1. The probability that the error rate is less than or equal to the maximum acceptable error 
rate. This probability is calculated by combining the prior error rate with the sample 
results. 

2. The expected value of perfect information. 
3. The expected value of sample information for the supplied sample size. 
4. The cost of the sample. 
5. The expected net gain from sampling for this sample size. 

 
The students are to develop a sampling plan for the accounts payable part of the audit. Also, 

since this is just one small segment of the auditor’s work, they are to generalize to a wide variety of 
audits by listing general guidelines on how to determine the inputs to program BAYAUD. A key to the 
success of the efforts will be the justification of the inputs. They are encouraged to interact with faculty, 
students with auditing experience, or practicing accountants in order to obtain some support for the cost 
values. They are to perform analysis to see how sensitive the outputs are to changes in the inputs. 
 

CLASSROOM EXPERIENCE 
 

The case has been used in a graduate Decision Theory class composed of a mix of accounting 
and non-accounting majors. Only the accounting students were required to write a report on the case. 
Most students found the case to simplify the understanding of the Bayesian approach using a continuous 
prior distribution. The discussion of the approach in the text (Jones, 1977, pp. 218-233) is quite 
complicated; the case certainly helped to make it understandable. 
 

One obvious change is that the task involved should have been to design a sampling procedure 
for accounts receivable rather than accounts payable. Realistically, there is much less tendency to pad 
accounts payable than accounts receivable, so that serious errors in the auditing of accounts payable may 
involve the failure of discovering a missing transaction rather than finding an erroneous one. 
 
Probably the most difficult part of the case for the students was providing the justification of the inputs. 
The task was ambiguous for all of the accounting students, but especially so for those with no 
experience as a CPA. But we argue that this is probably one of the most valuable aspects of the case, as 
the students were forced to look at the audit in terms of its time costs to the firm being audited and in 
terms of its potential costs to the CPA firm if the audit is not satisfactory. Consequently, the case not 
only helps the student understand the Bayesian approach to the audit sample size determination, but it 
also forced him/her to look at the auditing process from a somewhat different viewpoint. 
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